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GBR: Generative Bundle Refinement for
High-fidelity Gaussian Splatting and Meshing

Jianing Zhang, Yuchao Zheng, Ziwei Li, Qionghai Dai, Fellow, IEEE, and Xiaoyun Yuan

Fig. 1: Reconstruction results of GBR on large-scale real-world scenes: the Pavilion of Prince Teng and the Great Wall.
The figure demonstrates our method’s capability for accurate camera parameters estimation and detailed, high-fidelity surface
reconstruction using only 6 views. From left to right, the images show novel view synthesis, mesh, normal map, and point
cloud.

Abstract—Gaussian splatting has gained attention for its effi-
cient representation and rendering of 3D scenes using continuous
Gaussian primitives. However, it struggles with sparse-view
inputs due to limited geometric and photometric information,
causing ambiguities in depth, shape, and texture. we propose
GBR: Generative Bundle Refinement, a method for high-fidelity
Gaussian splatting and meshing using only 4–6 input views.
GBR integrates a neural bundle adjustment module to enhance
geometry accuracy and a generative depth refinement module to
improve geometry fidelity. More specifically, the neural bundle
adjustment module integrates a foundation network to produce
initial 3D point maps and point matches from unposed images,
followed by bundle adjustment optimization to improve multiview
consistency and point cloud accuracy. The generative depth
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refinement module employs a diffusion-based strategy to enhance
geometric details and fidelity while preserving the scale. Finally,
for Gaussian splatting optimization, we propose a multimodal
loss function incorporating depth and normal consistency, ge-
ometric regularization, and pseudo-view supervision, providing
robust guidance under sparse-view conditions. Experiments on
widely used datasets show that GBR significantly outperforms
existing methods under sparse-view inputs. Additionally, GBR
demonstrates the ability to reconstruct and render large-scale
real-world scenes, such as the Pavilion of Prince Teng and the
Great Wall, with remarkable details using only 6 views. More
results can be found on our project page https://gbrnvs.github.io.

Index Terms—Sparse-view Gaussian Splatting, Meshing, Gen-
erative Bundle Refinement, Neural Rendering.

I. INTRODUCTION

GAUSSIAN splatting has emerged as a promising method
for achieving high-quality 3D reconstructions with lower

computational and memory requirements compared to tradi-
tional voxel [1] or mesh-based approaches [2]. By optimizing
the positions, rotations, scales, and colors of the 3D Gaussian
primitives and combining alpha-blending, Gaussian splatting
has achieved training time in minutes and real-time rendering.
As a result, Gaussian splatting has enabled the generation of

https://gbrnvs.github.io
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3D content with broad applications in meta-universe[3], [4],
autonomous driving [5], robotics manipulation [6], etc.

However, existing Gaussian splatting methods still require
dense-view inputs (approximately 100 views) to achieve a
good performance. When working with sparse-view inputs
(< 10 views), challenges such as background collapse and
the presence of excessive floaters frequently arise, leading to
inaccuracies in geometry reconstruction and degraded quality
in novel view synthesis (NVS). For instance, the original
Gaussian splatting pipeline[7] utilizes structure-from-motion
(SfM) methods like COLMAP [8] to get the initial view
poses and point cloud. Unfortunately, COLMAP struggles in
sparse-view inputs, as it fails to generate a sufficiently dense
and complete point cloud for the initialization of Gaussian
primitives, thereby limiting the geometric accuracy and mesh
fidelity. Recent methods [9], [10] also explored COLMAP-
free initialization methods, but the dense-view inputs are still
necessary.

To realize sparse-view, high-fidelity Gaussian splatting and
meshing, we have to solve the following challenges: 1) Ge-
ometry accuracy. Conventional methods typically rely on
Structure-from-Motion (SfM) to generate initial point clouds
and view poses, achieving high accuracy but facing significant
challenges with sparse-view inputs. Recent approaches [11],
[12] address this issue by leveraging large vision models;
however, the absence of explicit multi-view constraints in-
troduces errors in geometry and view pose estimation. These
inaccuracies hinder subsequent Gaussian splatting optimiza-
tion, resulting in misaligned primitives and rendering artifacts.
2) Mesh fidelity. Additionally, high-accuracy point clouds
alone are insufficient for reconstructing high-fidelity meshes.
Geometric details are often lost during Gaussian primitives
optimization due to the limited multi-view information avail-
able from sparse-view inputs. While some methods [13], [14]
attempt to incorporate monocular depth information, inherent
depth scale ambiguity compromises both geometry accuracy
and fidelity. 3) Insufficient Supervision. Sparse-view inputs
provide limited supervision for Gaussian primitives optimiza-
tion, often causing the process to converge to local minima.
To address this, it is essential to design effective loss functions
and regularization terms that can better guide the optimization.

In this paper, we propose GBR: Generative Bundle Refine-
ment, an effective framework to overcome the challenges men-
tioned above. Firstly, we propose neural bundle adjustment,
which combines the widely used bundle adjustment optimizer
with the neural network-based geometry estimator, such as
DUSt3R[15]. The DUSt3R network can directly produce dense
3D point maps from 2D image pairs, and the conventional
bundle adjustment optimizer enhances point map and view
pose accuracy by incorporating explicit multi-view constraints.
This combination effectively addresses the geometry accuracy
challenge. Secondly, we introduce generative depth refinement,
leveraging a diffusion model to incorporate high-resolution
RGB information into the 3D point map. This process ensures
scale-consistent integration, maintaining depth-scale accuracy
while enhancing geometric detail and smoothness. Finally, we
design a multimodal loss function incorporating confidence-
aware depth loss, structure-aware normal loss, cross-view

geometric consistency, and pseudo-view generation. Together,
these components provide stronger supervision for Gaussian
primitives optimization, leading to more accurate and robust
reconstruction and rendering results. Our main contributions
are as follows:

• We introduce a comprehensive Gaussian splatting
pipeline that supports camera parameters recovery,
depth/normal map estimation, novel view synthesis, and
mesh reconstruction while only sparse-view inputs are
required.

• We introduce neural bundle adjustment, which com-
bines a deep neural network-based point map estima-
tor with conventional bundle adjustment optimization to
significantly enhance the accuracy of estimated camera
parameters and the 3D point cloud.

• We propose generative depth refinement which uses a
diffusion model to enrich geometric details while pre-
serving depth scale, thereby boosting the fidelity of mesh
reconstruction.

• We design a multimodal loss function that strengthens
supervision, enabling more accurate and robust Gaussian
primitives optimization.

II. RELATED WORK

A. 3D Representations for Novel View Synthesis

Novel view synthesis (NVS) aims to create unseen perspec-
tives of a scene based on a limited set of input images, a
problem that has garnered substantial research interest [16].
NeRF [17] represents a prominent solution for photorealistic
rendering by leveraging multilayer perceptrons (MLPs) to
model 3D scenes, with spatial coordinates and view direc-
tions as inputs, and applying volume rendering techniques to
synthesize images. While NeRF is renowned for producing
high-quality renderings, it remains computationally intensive,
requiring considerable training and inference time. Recent
research has aimed to enhance either the quality [18], [19] or
efficiency [20], [21] of NeRF; however, achieving an optimal
balance between these aspects remains challenging.

As an alternative approach, 3D Gaussian splatting (3DGS)
[7] addresses this dual objective by utilizing anisotropic 3D
Gaussians [22] combined with differentiable splatting tech-
niques, resulting in both efficient and high-quality reconstruc-
tions of complex scenes. However, 3DGS necessitates careful
parameter tuning, particularly in adaptive density control,
which is crucial for converting sparse SfM point clouds into
dense 3D Gaussian distributions. Enhancing the quality and
density of SfM results may further improve the effectiveness
of 3DGS, potentially accelerating its optimization process.

B. 3D Representations for Surface Reconstruction

Building on the success of NVS in 3D representation,
methods like NeRF and 3DGS have also been adapted for
surface reconstruction tasks. NeRF-based approaches for sur-
face modeling have incorporated occupancy fields [23] and
signed distance fields [24], [25] to capture surface geometry.
Although effective, the reliance of NeRF on MLP layers can
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be a bottleneck for both inference speed and flexibility in
representation. To mitigate these limitations, recent approaches
are moving away from MLP-heavy architectures, instead using
discrete structures like points [26], [27] and voxels [28], [29],
[30] to represent scene information more efficiently.

SuGaR [31] introduces a technique for extracting meshes
from 3DGS by employing regularization terms to better align
Gaussians with scene surfaces. This method samples 3D points
from the Gaussian density field and applies Poisson surface
reconstruction for meshing. While this improves geometric
fidelity, the irregular shapes of 3D Gaussians can complicate
smooth surface modeling, and the unordered structure of
Gaussians makes the image reconstruction loss vulnerable to
overfitting, potentially leading to incomplete geometry and
surface misalignment issues.

To enhance multi-view consistency, methods such as 2DGS
[32] compress the 3D volume into planar Gaussian disks, while
GOF [33] uses a Gaussian opacity field to extract geometry
through level sets directly. PGSR [34] transforms Gaussian
shapes into planar forms, optimizing them for realistic surface
representation and simplifying parameter calculations, such
as normals and distance measures. Nonetheless, achieving
consistent geometry across multiple views remains a challenge
in 3DGS approaches.

C. Unconstrained 3D Representations

Both NeRF and 3DGS typically require extensive data from
densely captured images and often depend on SfM preprocess-
ing, such as with COLMAP [8], to estimate camera parameters
and create initial sparse point clouds. This reliance on dense
image captures and computationally heavy SfM limits their
practical application, as errors in SfM can propagate through
the 3D model, especially when input images lack sufficient
overlap or exhibit low texture.

Several methods introduce regularization to support sparse-
view scenarios. Techniques like RegNeRF [35], DGRNeRF
[36], GeoRGS [37], and SparseNeRF [38] use depth priors
to improve geometric accuracy, while DietNeRF [39] and
ReconFusion [40] incorporate guidance from models such
as CLIP [41] and diffusion networks [42]. Approaches like
PixelNeRF [43] and FreeNeRF [44] utilize pre-training for
few-shot NVS, while SparseGS [13], FSGS [14] and DNGaus-
sian [45] employs monocular depth estimators for scenarios
with limited views. However, these methods typically assume
known camera poses derived from dense image captures.

To bypass the requirement for pre-determined camera poses,
recent pose-free methods jointly optimize camera parameters
with the 3D model using uncalibrated images. Strategies
like NeRFmm [46] and BARF [47] adopt a coarse-to-fine
approach for pose encoding. Innovations like Nope-NeRF [10],
LuNeRF [48], and CF-3DGS [9] use depth priors to reduce the
number of views required. However, they often assume densely
captured video sequences, which can lead to optimization
times similar to traditional SfM workflows.

Methods like InstantSplat [11] and LM-Gaussian [49] lever-
age DUSt3R [15] as an initializer, enabling estimation of cam-
era parameters and a relatively dense point cloud. However, the

noise inherent in DUSt3R’s initialization significantly affects
geometric precision, allowing only visually appealing novel
view synthesis rather than accurate geometry reconstruction.

III. PRELIMINARY ON 3D GAUSSIAN SPLATTING

The 3DGS algorithm reconstructs a scene by representing
it as a collection of 3D Gaussian distributions, denoted {Gi}.
Each Gaussian Gi is defined by the probability density func-
tion:

Gi(x|µi,Σi) = exp

(
−1

2
(x− µi)

⊤Σ−1
i (x− µi)

)
, (1)

where µi ∈ R3 represents the mean position of a point pi in
the scene, and Σi ∈ R3×3 is the covariance matrix defining
the spatial extent of the Gaussian. The covariance Σi can be
factorized into a scaling matrix Si ∈ R3×3 and a rotation
matrix Ri ∈ R3×3 as follows:

Σi = RiSiS
⊤
i R⊤

i . (2)

This representation allows efficient rendering of the Gaussians
via alpha blending. For each Gaussian, a transformation to the
camera coordinate system and subsequent projection onto the
2D image plane are applied. With a transformation matrix W
and the intrinsic camera matrix K, the parameters µi and Σi

are transformed as:

µ′
i = KW [µi, 1]

⊤, Σ′
i = JWΣiW

⊤J⊤, (3)

where J is the Jacobian matrix approximating the affine
projection transformation.

In order to create an image from a particular viewpoint, the
color assigned to each pixel p is computed by blending the
top K ordered Gaussians {Gi | i = 1, · · · ,K} that intersect
with p, according to the blending equation:

c(p) =

K∑
i=1

ciαi

i−1∏
j=1

(1− αj), (2)

In this context, αi is calculated by evaluating Gi(u|µ′
i,Σ

′
i)

multiplied by an opacity value learned for Gi. The variable
ci represents the color associated with Gi that can be learned.
The Gaussians that intersect with p are arranged based on their
depth from the current viewpoint. By leveraging differentiable
rendering methods, it is possible to optimize all Gaussian
parameters in an end-to-end manner.

The normal map from the current viewpoint is generated
via alpha blending as:

N =
∑
i∈N

R⊤
c niαi

i−1∏
j=1

(1− αj), (4)

where N is the number of all pixels and Rc is the rotation
matrix from the camera frame to the global coordinate system
and the Gaussian primitive normal vector ni represents the
direction of the minimum scale factor. The distance di of a
point pi from each Gaussian’s plane to the camera is computed
as:

di =
(
R⊤

c (µi −Tc)
)
R⊤

c n
⊤
i , (5)
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Fig. 2: Overview of our algorithm: Given unposed sparse-view inputs, we first employ neural Bundle Adjustment (neural-BA)
to obtain a dense, accurate point cloud along with accurate camera parameters, providing a robust initialization for Gaussian
splatting. Next, the dense point cloud is projected to obtain depth maps with accurate scale, and generative depth refinement
is applied to enhance the depth details, resulting in scale-consistent, detail-rich depth and normal maps. Finally, a multimodal
loss function incorporating depth, normal, pseudo-view synthesis, geometric consistency, and photometric loss is applied to
optimize Gaussian splatting.

where Tc denotes the camera center in world coordinates, and
µi is the center of Gaussian Gi. Using alpha blending, the
cumulative distance map from the current viewpoint is given
by:

D =
∑
i∈N

diαi

i−1∏
j=1

(1− αj). (6)

Following the depth calculation approach introduced in
PGSR, once the distance and normal maps are rendered,
the corresponding depth map can be derived by intersecting
each pixel’s viewing ray with the Gaussian plane. The depth
calculation is given by:

D(p) =
D

N(p)K−1p̃
, (7)

where p = [u, v]⊤ represents the 2D coordinates of a pixel
on the image plane, p̃ is the homogeneous representation of
p, and K denotes the camera’s intrinsic matrix.

IV. METHOD

Gaussian splatting and meshing from sparse-view inputs
encounter significant challenges, including geometry accuracy,
mesh fidelity and limited supervision. To tackle these chal-
lenges, we introduce GBR: Generative Bundle Refinement, a
framework designed to enhance Gaussian splatting and mesh-
ing through the following key components: 1) A neural bundle
adjustment module, which combines the widely used bundle
adjustment optimizer with the neural network-based geometry
estimator, aiming to address the geometry accuracy challenge.

2) A generative depth refinement module that employs a diffu-
sion model to integrate high-resolution RGB information into
the point cloud, enhancing geometric details and smoothness.
3) A multimodal loss function, combining depth, normal,
geometric consistency, synthesized pseudo-view supervision,
and photometric losses, enhances reconstruction quality.

A. Neural Bundle Adjustment

Conventional multi-view reconstruction methods depend on
bundle adjustment (BA)-based SfM and dense-input images
to estimate camera poses and produce an initial point cloud.
While for sparse-view inputs, SfM struggles to estimate accu-
rate camera poses. The produced point cloud is also usually too
sparse to support Gaussian splatting initialization and training.
In recent years, neural network-based methods have provided
a preliminary solution under sparse-view inputs. However,
without explicit geometry constraints, these approaches cannot
guarantee the accuracy of camera poses and point clouds.
Hence, we propose the neural bundle adjustment that combines
the widely used bundle adjustment optimizer with the neural
network-based geometry estimator to improve the geometry
accuracy and point cloud density under sparse-view inputs. It
consists of the following 3 steps: (1) Neural dense initializa-
tion; (2) Bundle adjustment refinement with dual filtering; (3)
Semantic-based local refinement.

1) Neural dense initialization: DUSt3R (Dense and Un-
constrained Stereo 3D Reconstruction) leverages transformer-
based architectures to unify stereo depth estimation into a
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Fig. 3: Neural bundle adjustment illustration. After optimiza-
tion, the point maps from different image views are well
aligned.

single neural network. It enables direct 3D point cloud re-
construction from unposed image pairs {I1, I2} as follows:

PW×H×3, CW×H = DUSt3R(I1, I2), (8)

where W and H represent the width and height of the input
images. The output includes P ∈ RW×H×3, a 3D point map of
I1 with each pixel encoding its corresponding 3D position, and
C ∈ RW×H , a confidence map that quantifies the reliability
of the reconstructed points.

The relative poses between images can be estimated through
optimizing the following registration problem:

argmin
Tk,l,σk,l

∑
k∈K

∑
l∈K\{k}

Ck · Cl∥P k − σk,lT k,lP l∥ (9)

where {P k, P l} and {Ck, Cl} denote the point maps and
confidence maps of the image pair {Ik, I l}. The purpose is to
solve the transformation matrix T k,l and scaling factor σk,l

that aligns the point map from P l to P k. This process is
applied across all image pairs {Ik, I l} to transform all the
point maps to the same coordinate, generating a unified dense
point cloud. Additionally, the focal length f of the image I (if
not pre-calibrated) can be calculated by solving the following
minimization problem:

argmin
f

W∑
i=0

H∑
j=0

Cij

∥∥∥∥(i− W

2
, j − H

2
)− f · (Pi,j,x, Pi,j,y)

Pi,j,z

∥∥∥∥
(10)

where Cij is the confidence value at pixel position (i, j); and
Pi,j,x, Pi,j,y , Pi,j,z denote the x, y, and z components of the
3D point at pixel position (i, j).

Although the DUSt3R network generates an initial dense
point cloud along with camera parameters, it does not explic-
itly account for epipolar geometric constraints. This oversight
reduces the accuracy of the point cloud and the associated
3D-2D mappings, creating challenges for subsequent Gaussian
splatting learning.

2) Bundle adjustment refinement with dual filtering: There-
fore, we propose the bundle adjustment (BA) optimization with
dual filtering to introduce the epipolar geometry constraints.
Before BA, matching points can be obtained from the DUSt3R
results:

Mk,l =
{
(i, j)

∣∣∣ i = NNk,l
k (j) and j = NNl,k

l (i)
}
,

NNn,m
k (i) = argmin

j∈{0,...,WH}

∥∥∥Pn,k
j − Pm,k

i

∥∥∥ ,
(11)

where Pn,k donates the point map Pn from camera n trans-
formed into camera k’s coordinate frame. M is matching
points between images {Ik, I l}, NNn,m

k denotes the nearest
neighbor matching points extracted from the point maps.
Through this, the nearest 3D point pairs can be found and used
as corresponding 2D matching points. To improve matching
quality, points are filtered based on the confidence map. By
iterating over all pairs, all the 2D matching points M can
be identified. Additionally, the inaccurate alignment in the
initial point cloud also results in incorrect matches, causing
failures in enforcing epipolar geometric constraints. Thus, we
incorporate ROMA [50] to filter the matching points. That
is to say, only matching points with high confidence values
in DUSt3R results and ROMA results are preserved. The
confidence thresholds of DUSt3R and ROMA are 3 and 0.05,
respectively. This dual-filtering approach refines the location
of 2D matching points and enables accurate bundle adjustment.

Finally, given the 2D matching points M, intrinsic camera
matrix K, extrinsic camera matrix T , and the initial point cloud
X , the bundle adjustment is formulate as:

X∗,K∗, T ∗ = BA(M, X,K, T ) = argminX,K,T LBA,

LBA =
∑NI

i=1

∑Nx

j=1 v
j
i

∥∥∥Pi(x
j ,Ki, Ti)− yji

∥∥∥ ,
(12)

where NI is the number of input views, Nx is the number
of matching points, vji is a visibility term indicating whether
point j is visible in view i, Pi(x

j ,Ki, Ti) denotes the projec-
tion of 3D point xj onto the image plane of view i with camera
parameter Ki and Ti. yji is the corresponding observed 2D
location of point j in view i. Considering the computational
complexity of global bundle adjustment, we typically limit the
number of matching points selected from each view to no more
than 50,000 for the calculations.

Upon optimizing the preserved point cloud and the camera
parameters, we lower the confidence threshold for another
round of bundle adjustment to optimize the position of the
remaining points X ′ with the fixed camera parameters. We
can get the final point cloud X

∗
:

X
∗
= X∗ ∪ BA(M∗, X ′,K∗, T ∗) (13)
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3) Semantic-based local refinement: The point cloud after
the second round of bundle adjustment remains less dense than
that initially provided by DUSt3R. Hence we first estimate a
rigid transformation T to transform the initial point cloud to
the optimized one:

T = argmin
T

∥X∗ − TX∥. (14)

Then, we refine the local regions with large misalignment
before and after BA optimization. Local misaligned 3D regions
are identified by measuring the point-wise distance X

∗−TX
between two point clouds. These points with large errors
are then clustered using DBSCAN [51] and projected to 2D
image views, serving as prompt points for the segmentation
anything model (SAM) [52] in identifying local optimization
areas. For these areas, we increase the number of matching
points involved in BA optimization and perform additional
BA optimization to achieve a dense and accurate point cloud.

B. Generative depth refinement module

Building upon the preceding methods, we have obtained a
globally accurate and dense 3D point cloud. However, the reso-
lution limitation of the DUSt3R network (maximum 512×512
pixels) restricts its ability to capture fine geometric details.
Additionally, the limited overlap among sparse-view images
leaves some 3D points insufficiently constrained, reducing
quality in these regions.

Existing studies usually utilize the monocular depth es-
timation algorithms to assist sparse-view Gaussian splatting
training. However, they suffer from scale ambiguity, providing
only structural guidance, which is inadequate for detailed
and accurate mesh reconstruction. Hence, we propose the
generative depth refinement module, which integrates two key
components: diffusion-based iterative depth refinement and
scale-consistent depth integration.

1) Diffusion-based iterative depth refinement: Diffusion
models achieve state-of-the-art results in image enhancement
by learning to approximate the underlying data distribution
through progressive denoising, which allows them to re-
construct images with high fidelity and fine-grained detail.
Inspired by these approaches, we propose a diffusion-based
algorithm to iteratively refine the depth details and accuracy.
As demonstrated in Fig. 4, we modify Marigold’s iterative
process to leverage our geometry prior. The process combines
a diffusion model and scale-consistent integration, consisting
of the following key steps:

• Step 1: Initial depth map projection: We project the
3D point cloud into 2D depth maps. Limited by the
processing resolution of the DUSt3R network, the initial
depth map D0 usually lacks fine details.

• Step 2: Latent encoding: The depth map and the cor-
responding RGB image are input to separate latent en-
coders, producing latent representations z(D) (depth) and
z(I) (RGB).

• Step 3: Diffusion-based refinement: The latent depth rep-
resentation z(D) undergoes an iterative refinement process
guided by a diffusion model, operating entirely in the
latent code space. Starting from the initial latent depth

representation z
(D)
0 , the process consists of two main

stages: (1) In the forward process, Gaussian noise is grad-
ually added to z

(D)
0 over T steps to generate a sequence

of noisy latent representations {z(D)
1 , z

(D)
2 , . . . , z

(D)
T }. At

each step t, this process is given by:

z
(D)
t =

√
ᾱtz

(D)
0 +

√
1− ᾱtϵ,

where ϵ ∼ N (0, I), ᾱt =
∏t

s=1(1 − βs), and
{β1, . . . , βT } is the noise variance schedule. (2) In the
reverse process, the noise is progressively removed from
z
(D)
T through T iterative steps. At each step t, the

diffusion UNet refines the noisy latent depth z
(D)
t , con-

catenated with the RGB latent code z(I), to predict and
subtract the noise. After T steps, this denoising process
recovers the high-quality latent depth representation z

(D)
0 .

• Step 4: Latent decoding: The refined depth latent is
decoded into a high-resolution depth map, effectively
addressing the resolution limitations of the DUSt3R net-
work.

Our approach effectively ensures depth stability in the
diffusion process while significantly improving efficiency. The
original Marigold model requires 50 iterations, while our
modified model only needs 10 iterations.

2) Scale-consistent depth integration: The diffusion pro-
cess improves the depth details but may affect the depth-scale
accuracy, which typically stems from two main sources: (1)
The depth scale distribution gap between the training dataset
of the diffusion model and our inputs. (2) Random noise
introduced by the diffusion model.

To address the challenge, we add the scale-consist depth
integration path to constrain the depth scale for each iteration
(Fig. 4). More specifically, we design a spatially variant depth
correction algorithm using a sliding window approach: for a
pixel i within a local window ωk, the corrected depth value is
D∗

i = akDi+bk, where D is the depth map output by diffusion
process, and D∗ is the corrected depth map. Di denotes the
depth value of pixel i. ai and bi are the coefficients obtained
by minimizing the following cost function:

E(ai, bi) =
∑
i∈ωk

(
(aiDi + bi −D0

i )
2 + ϵia

2
i

)
,

ϵi =

{
ϵedge, if |∇D0

i | ≥ τe

ϵsmooth, if |∇D0
i | < τe

,

(15)

Where D0 is the initial depth map projected from the DUSt3R
point cloud with accurate scale, ∇D0

i is its gradient map,
and τe = 0.5 is the gradient threshold. ϵi = 10−7 is a
regularization weight to prevent ai from becoming too large,
helping to control the smoothness of the depth map. Sliding
window mechanisms with windows size 25 and stride 1 and
bilinear interpolation are adopted to compute the spatially
variant correction parameters. The corrected output then serves
as the input for subsequent rounds of diffusion. To reduce
variability induced by diffusion noise, we generate multiple
depth maps D′ through repeated inferences. We then define
a set D comprising depth maps that satisfy the alignment
criteria:

D = {D′ | ||D′ −D0||2 ≤ τD}, (16)
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Fig. 4: Generative depth refinement module, including a diffusion model for iteratively refining the depth map and a scale-
consist integration path to constrain the depth scale for each iteration.

where τD = 0.25 is the alignment threshold. The final
depth map D∗ is computed by averaging the aligned depth
maps in D. The resulting depth maps, which are rich in
detail and accurate in scale, provide high-quality guidance
for the subsequent Gaussian splatting learning and surface
reconstruction.

C. multi-modal supervision

In conventional 3D Gaussian splatting optimization, only
photometric loss is considered, which usually fails for sparse-
view inputs. Hence, we propose our multi-modal supervision
composed of the 5 key components: confidence-aware depth
supervision, structure-aware normal supervision, synthesized
pseudo-view supervision, multi-view consistency geometric
supervision, and photometric loss.

1) Confidence-aware depth supervision: During depth opti-
mization, some areas exhibit significant depth variation before
and after optimization, resulting in lower depth confidence. To
address this, we implement a confidence-aware depth loss:

Ldep =

∑W
x=1

∑H
y=1 wdep(x, y) · |D∗(x, y)−D(x, y)|∑W

x=1

∑H
y=1 wdep(x, y)

,

wdep(x, y) =
1

1 + β · (|D∗(x, y)−D0(x, y)|)/(|D0(x, y)|)
(17)

where β = 0.1 is a hyperparameter that controls the influence
of depth variations and D is the depth map extracted from
3DGS. The sky region often introduces artifacts in mesh
reconstruction, as the depth of the sky is almost infinite,
making accurate depth estimation impractical. To solve this,
we exclude sky regions from depth loss calculations.

2) Structure-aware normal supervision: An accurate nor-
mal map is vital for high-quality mesh reconstruction. For each
pixel in the depth map, we select its four adjacent pixels—up,
down, left, and right—and project them into the 3D space,

resulting in a set of 3D points {pj | j = 0, . . . , 3}. The normal
vector is then defined as:

N̂(p) =
(p1 − p0)× (p3 − p2)

|(p1 − p0)× (p3 − p2)|
. (18)

Assume that the normal map derived from the depth map is
N̂ ∈ RH×W×3, and N̂(x, y) representing the normal vector at
pixel (x, y). Then its local normal consistency C(x, y) within
a window is computed as:

C(x, y) =
1

w2

⌊w
2 ⌋∑

i=−⌊w
2 ⌋

⌊w
2 ⌋∑

j=−⌊w
2 ⌋

N̂(x+ i, y + j) · N̂m

|N̂(x+ i, y + j)||N̂m|
(19)

where w = 3 is the window size, N̂m represents the mean
normal vectors within the window. A cosine similarity C(x, y)
function is then applied to convert the normal consistency from
range [-1,1] to range [0,1]:

wnor(x, y) = (1 + C(x, y))/2 (20)

and the structure-aware normal loss is finally defined as:

Lnor =

W∑
x=1

H∑
y=1

wnor(x, y)
∣∣∣N(x, y)− N̂(x, y)

∣∣∣
W∑
x=1

H∑
y=1

wnor(x, y)

, (21)

where N denotes the normal map rendered from Gaussian
splatting results.

3) Synthesized pseudo-view supervision: Since sparse-view
inputs lack sufficient supervision from all view directions, the
optimization of Gaussian primitives often converges to local
minima. To address this, we generate n evenly distributed
pseudo views between adjacent real views to provide addi-
tional supervision. In Gaussian primitives optimization, the
weight of the virtual views is lower than that of real views.
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More specifically, the pseudo-view depth maps are com-
puted by averaging three sources:

Dt = (dn1 + dn2 + dw)/3, (22)

where dn1 and dn2 are the depth maps projected from the
adjacent real depth maps, and dw is the depth map projected
from the point cloud. To ensure consistency, pixels from dn1
or dn2 that differ significantly (over threshold ϵ) from dw are
excluded from the averaging process.

The normal maps of the pseudo views can be obtained from
Eq. 18. Directly projecting the point cloud to generate pseudo-
RGB views produces unsatisfactory results due to the point
cloud’s relative sparsity compared to image pixel density. To
address this, we employ Gaussian splatting to generate pseudo-
RGB views. After 3,000 training iterations, the optimized
Gaussian primitives can effectively render pseudo-view RGB
images.

4) Geometric consistency loss: Geometric consistency can
be categorized into single-view and multi-view consistency.
Single-view consistency ensures that the rendered normals
and depth maps are geometrically consistent within a single
view. Multi-view consistency enforces that the rendered depth
map adheres to epipolar geometry constraints across multiple
views.

For single-view consistency, we define a normal-depth con-
sistency loss inspired by 2DGS:

Lndc =
1

WH

∑
|∇D|∥N̂ − N∥1, (23)

where ∇D is the depth gradient normalized to the range [0, 1],
N̂ is given by Eq. 18, and N denotes the normal map rendered
from Gaussian splatting results. The depth gradient ∇D is
used as a weighting factor in the loss function, emphasizing
consistency in edge geometry.

For evaluating multi-view consistency, we propose a cycle-
projection loss: pixels {x, y} from an original view are first
projected into 3D space using the rendered depth map, then
reprojected into the 2D space of a neighboring view. A
backward projection is then performed using the neighboring
rendered depth map to project the pixels back to the original
view, obtaining {x′, y′}. By comparing the distances, we
define the multi-view consistency loss:

Lmv =
1

WH

W∑
x

H∑
y

∥x− x′∥2 + ∥y − y′∥2 (24)

The projection and back-projection matrices can be derived
from the camera’s intrinsic and extrinsic parameters of the
two views.

For pseudo views, the neighboring view is defined as the
closest real view, as the geometry of real views is typically
more accurate. For real views, two options are considered:
one involves randomly generating a nearby view to perform
the forward and backward projections and calculate consis-
tency, while the other involves using the nearest real view to
compute geometric consistency. These two options are selected
randomly.

5) Photometric loss: The photometric loss function incor-
porates both pixel-wise intensity differences and structural
similarity:

Lpho = (1− λ)L1 + λLSSIM, (25)

λ = 0.2 is a hyperparameter that adjusts the relative impor-
tance of the two terms. L1 and LSSIM are the L1 loss and
SSIM loss, respectively.

Finally, all losses are integrated as follows:

L = λ1Lnor + λ2Ldep + λ3Lndc + λ4Lmv + Lpho. (26)

We set λ1 = 0.005,λ2 = 0.005,λ3 = 0.1,and λ4 = 0.1. Upon
completing the training of the Gaussian primitives, we utilize
the TSDF fusion method [53] to merge the depth maps from
all views, resulting in the final mesh.

V. EXPERIMENTS

A. Dataset and sparse view selection

Similar to previous algorithms, we selected the DTU [54],
TNT [55], and MIP [18] datasets for testing our method.
The DTU and TNT datasets are primarily used to evaluate
geometric reconstruction performance, while the MIP dataset
is employed to assess the algorithm’s ability to generate novel
views and to qualitatively showcase the mesh reconstruction
results. For the DTU dataset, we selected 4 views for training
and testing. This sparse-view configuration presents a sig-
nificant challenge. For the larger scene datasets (TNT and
MIP), we used 6 views as training data and an additional 6
neighboring views for testing. For the DTU and TNT datasets,
we sampled the ground truth 3D geometry and only preserved
those points visible from two or more views. For the TNT
dataset testing, irrelevant point clouds, such as sky regions and
background vegetation, were excluded to improve the quality
of the results.

In addition, to further validate the effectiveness of our
algorithm, we conducted experiments on the large-scale Gi-
gaNVS dataset [56], utilizing only six images per scene.
The qualitative results on GigaNVS are shown in teaser and
supplementary material.

B. Evaluation criteria

For the novel view synthesis task, we employed three
widely used image evaluation metrics: Peak Signal-to-Noise
Ratio (PSNR), Structural Similarity Index Measure (SSIM),
and Learned Perceptual Image Patch Similarity (LPIPS). For
surface quality evaluation, we assessed performance using the
F1 score (TNT) and Chamfer Distance (DTU). Additionally,
we report the Absolute Trajectory Error (ATE) to evaluate the
effectiveness of the camera parameters optimization. The real
camera poses provided by the dataset are used as the ground
truth.

C. Implementation details

In the context of BA, optimizing the camera’s intrinsic
and extrinsic parameters, as well as a subset of the point
cloud, requires the selection of high-confidence point clouds
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Fig. 5: Qualitative results using 4 input views on DTU dataset. Compared to DUSt3R initialization, our method achieves superior
geometric accuracy. Compared to baseline methods using accurate poses computed by COLMAP, our approach generates more
complete surface meshes.

for the calculations. Therefore, when the number of input
views exceeds three, we set the confidence threshold to 3,
meaning that a 3D point must be observed by at least three
views. In other scenarios, the confidence threshold is set to 2.
For point cloud filtering, we set the confidence threshold to 3.

For the training of Gaussian primitives, the basic training
process and hyperparameters are similar to those of the orig-
inal 3D Gaussian Splatting. However, a notable difference is
that, due to the use of sufficiently dense point clouds for initial-
ization, the number of training iterations can be significantly
reduced. Specifically, we first train for 3,000 iterations, during
which satisfactory results are often achieved. Subsequently,
we render the RGB images for the pseudo views and perform
depth optimization for these views before training for another
3,000 iterations. Comparatively, the conventional 3D Gaussian
splatting typically requires around 300,000 iterations.

Generally, we adopt the same densification strategy as
AbsGS [57]. However, due to the density of the initial point
cloud, we do not apply the strategy during the first 1,500
iterations. The frequency of applying densification is also
adjusted in subsequent iterations, occurring once every 500
iterations. All experiments were conducted using an NVIDIA
RTX 4090 GPU.

D. Baselines

We combine DUSt3R [15] with other Gaussian splatting-
based surface reconstruction algorithms as the primary base-
line. For the optimization of DUSt3R, we employ the method
of InstantSplat [11] to average the intrinsic parameters, which
can improve the accuracy of the generated 3D point cloud.
Additionally, we also conducted experiments using COLMAP
combined with the Gaussian splatting-based surface recon-
struction algorithms. However, this approach did not yield
satisfactory results on the TNT dataset and is not included

in our evaluations. For surface reconstruction algorithms, we
select 2DGS [32], GOF [33], and PGSR [34]. We excluded
SuGaR [31] from our evaluation due to its relatively high
failure rate.

E. DTU dataset

Table I presents the quantitative results of the geometric
evaluations for the DTU dataset. As discussed earlier, network-
based geometry estimation methods, such as DUSt3R, suffer
from low accuracy. While the conventional COLMAP method
can produce highly accurate results, it is less robust for
sparse-view inputs. For instance, COLMAP fails to reconstruct
the 100 data with only 4-view inputs. While our method
combines the advantages of these two methods, significantly
outperforming the baseline methods in most cases. Only in
a few specific scenarios, such as scenes 55, 93, and 114,
where COLMAP can provide accurate extrinsic parameters,
the baseline methods show marginal competitiveness with our
method.

As qualitatively shown in Fig. 5, COLMAP struggles to pro-
duce a complete mesh, resulting in significant holes. DUSt3R,
on the other hand, generates an inaccurate initial point cloud
and camera parameters, which leads to a noisy and non-smooth
mesh. In contrast, our method ensures both high accuracy
and a dense initial point cloud. It remains robust even with
extremely sparse viewpoints, yielding accurate, high-fidelity
mesh reconstruction.

F. TNT dataset

Compared to the DTU dataset, the Tank and Temples (TNT)
dataset collects outdoor real-world data, which presents more
significant challenges. The numerical evaluation results in
Table II demonstrate that our method holds a clear advantage
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Fig. 6: Qualitative results using 6 input views on TNT dataset. The figure shows surface reconstruction quality using normal
maps, with sky regions masked out. Our method generates smooth, detail-rich geometry, outperforming others that struggle
with noise and fail to capture fine details. Additionally, our approach reconstructs both foreground and background geometry,
unlike other methods restricted to foreground objects.

across all scenes. Fig. 6 shows the rendered normal maps.
Our normal map is more complete and cleaner than the
baseline methods, with better object details. For example, in
our results, the eyes, nose, and fingers of the sculpture are
successfully reconstructed, while the other methods fail to
generate reasonable meshes and normal maps.

G. MIP dataset

We use the MIP dataset to test the performance of novel
view synthesis. In addition to the baseline methods, we also
evaluated two pose-free methods: InstantSplat and COLMAP-
free 3D Gaussian splatting (CF-3DGS) [9]. InstantSplat uses
DUSt3R for initialization but without extensive optimization,
simply setting the focal length to an average value. CF-
3DGS processes the input frames in a sequential manner and

progressively grows the 3D Gaussians set by taking one input
frame at a time.

As shown in Table III, our method outperforms the others
in image rendering quality, and also estimates more accurate
camera poses (ATE). Notably, PSNR improves by more than
2 dBs. The qualitative results, presented in Fig. 7, demonstrate
that our method generates cleaner and smoother normal maps,
leading to artifact-free, high-quality novel view synthesis re-
sults. Compared to the original DUSt3R (InstantSplat), the
ATE error is reduced by 20%, significantly improving pose
accuracy and enhancing the quality of surface reconstruction.

H. Ablations

Table IV presents the results of our ablation study, which
evaluates the contribution of the neural-BA module, depth
refinement module, depth loss, geometric consistency loss, and
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Fig. 7: Qualitative NVS results using 6 input views on the MIP dataset. The figure demonstrates the synthesized RGB images
and normal maps of different methods. Our approach renders novel views with sharper details and fewer artifacts.

TABLE I: Quantitative comparison of methods on DTU data (Chamfer distance mm ↓). Red cells indicate the best performance,
and light red cells indicate the second-best performance for each metric. ‘-‘ indicates experiment failure.

Method 24 37 40 55 63 65 69 83 97 105 106 110 114 118 122 Mean

2DGS+DUSt3R 0.846 4.127 4.197 4.594 5.133 5.457 5.030 1.020 1.453 4.985 4.530 0.727 4.560 5.084 1.670 3.561
PGSR+DUSt3R 0.948 4.740 3.836 4.371 1.623 2.002 4.628 0.641 1.349 4.696 0.669 0.726 4.334 4.379 6.451 3.026
GOF+DUSt3R 1.181 3.466 4.211 4.537 4.720 5.263 4.495 0.863 6.300 6.084 4.373 0.727 3.568 4.604 5.709 4.007
2DGS+COLMAP 1.327 0.877 1.239 0.565 1.008 0.953 1.365 1.020 1.453 1.053 1.268 - 0.676 1.406 1.670 1.134
PGSR+COLMAP 1.511 5.176 1.530 0.364 0.805 0.702 0.967 0.641 1.349 0.887 0.669 - 0.584 0.628 1.181 1.214
GOF+COLMAP 0.604 0.779 1.110 0.415 1.138 0.781 1.055 0.863 1.003 0.986 0.942 - 0.493 0.768 3.251 1.013
Ours 0.413 0.642 0.555 0.281 0.505 0.553 0.525 0.611 0.667 0.587 0.406 0.664 0.393 0.535 0.561 0.526

2DGS GOF PGSR Ours

Barn 0.1855 0.1517 0.1731 0.2965
Caterpillar 0.0808 0.0323 0.0755 0.1998
Courthouse 0.0446 0.0385 0.1112 0.1452
Ignatius 0.0636 0.0685 0.1315 0.3126
Meeting room 0.0314 - 0.0399 0.1227
Truck 0.1503 0.1183 0.1027 0.2562

Mean 0.0927 0.0682 0.1057 0.2217

TABLE II: Quantitative result of F1 score↑ on Tanks and
Temples dataset.

pseudo view loss. The Barn scene from the TNT dataset is used
for testing. Each row corresponds to a different configuration
of the system, with one key component excluded. Precision,
recall, and F1 score are used to show the impact of all the
components. The results effectively highlight the critical role
of all the components in the final performance.

Method PSNR↑ SSIM↑ LPIPS↓ ATE↓

2DGS 19.831 0.482 0.358 0.222
GOF 20.967 0.530 0.310 0.222
PGSR 19.613 0.491 0.347 0.222
InstantSplat 18.755 0.510 0.420 0.126
CF-3DGS 15.516 0.2972 0.5508 0.275
Ours 23.363 0.658 0.241 0.027

TABLE III: Quantitative comparison of NVS task on MIP
dataset. PSNR and SSIM are higher the better, while LPIPS
is lower the better.

VI. LIMITATIONS

Our method encounters challenges when dealing with
scenes involving specular reflections and transparent objects.
Addressing this limitation may require incorporating polarized
imaging data or training advanced foundation models to better
recognize such objects. Additionally, extending the method to
support 4D reconstruction could be achieved in the future by
integrating a motion-aware module.
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precision recall f-score

w/o Neural-BA 0.2287 0.2216 0.2251
w/o Depth Refinement 0.2836 0.2874 0.2855
w/o Depth Loss 0.2461 0.2520 0.2490
w/o Geometric consistency Loss 0.2786 0.2622 0.2701
w/o Pseudo views 0.2742 0.2791 0.2766
Full 0.2975 0.2954 0.2965

TABLE IV: Quantitative result of F1 score↑ on Barn scene of
TNT dataset.

VII. CONCLUSION

In this paper, we presented GBR: Generative Bundle Refine-
ment, a framework designed for high-fidelity Gaussian splat-
ting and meshing. By integrating neural bundle adjustment,
generative depth refinement, and a multimodal loss function,
GBR significantly improves geometric accuracy, detail preser-
vation, and robustness in Gaussian splatting optimization.
Our method effectively recovers camera parameters, generates
dense point maps, and supports novel view synthesis and mesh
reconstruction from sparse input images. We validated the
performance of GBR on the DTU, TNT, and MIP datasets,
demonstrating its superiority over state-of-the-art methods in
both geometric accuracy and novel view rendering quality
under sparse-view conditions. Finally, we demonstrated GBR’s
applicability to large-scale real-world scenes, such as the
Pavilion of Prince Teng and the Great Wall.
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“RoMa: Robust Dense Feature Matching,” IEEE Conference on Com-
puter Vision and Pattern Recognition, 2024.

[51] M. Ester, H.-P. Kriegel, J. Sander, X. Xu et al., “A density-based
algorithm for discovering clusters in large spatial databases with noise,”
in kdd, vol. 96, no. 34, 1996, pp. 226–231.

[52] A. Kirillov, E. Mintun, N. Ravi, H. Mao, C. Rolland, L. Gustafson,
T. Xiao, S. Whitehead, A. C. Berg, W.-Y. Lo et al., “Segment anything,”
in Proceedings of the IEEE/CVF International Conference on Computer
Vision, 2023, pp. 4015–4026.

[53] B. Curless and M. Levoy, “A volumetric method for building complex
models from range images,” in Proceedings of the 23rd annual confer-
ence on Computer graphics and interactive techniques, 1996, pp. 303–
312.

[54] H. Aanæs, R. R. Jensen, G. Vogiatzis, E. Tola, and A. B. Dahl,
“Large-scale data for multiple-view stereopsis,” International Journal
of Computer Vision, pp. 1–16, 2016.

[55] A. Knapitsch, J. Park, Q.-Y. Zhou, and V. Koltun, “Tanks and temples:
Benchmarking large-scale scene reconstruction,” ACM Transactions on
Graphics (ToG), vol. 36, no. 4, pp. 1–13, 2017.

[56] G. Wang, J. Zhang, F. Wang, R. Huang, and L. Fang, “Xscale-nvs:
Cross-scale novel view synthesis with hash featurized manifold,” in
Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), June 2024, pp. 21 029–21 039.

[57] Z. Ye, W. Li, S. Liu, P. Qiao, and Y. Dou, “Absgs: Recovering fine details
in 3d gaussian splatting,” in Proceedings of the 32nd ACM International
Conference on Multimedia, 2024, pp. 1053–1061.


	Introduction
	Related Work
	3D Representations for Novel View Synthesis
	3D Representations for Surface Reconstruction
	Unconstrained 3D Representations

	Preliminary on 3D Gaussian Splatting
	Method
	Neural Bundle Adjustment
	Neural dense initialization
	Bundle adjustment refinement with dual filtering
	Semantic-based local refinement

	Generative depth refinement module
	Diffusion-based iterative depth refinement
	Scale-consistent depth integration

	multi-modal supervision
	Confidence-aware depth supervision
	Structure-aware normal supervision
	Synthesized pseudo-view supervision
	Geometric consistency loss
	Photometric loss


	Experiments
	Dataset and sparse view selection
	Evaluation criteria
	Implementation details
	Baselines
	DTU dataset
	TNT dataset
	MIP dataset
	Ablations

	Limitations
	Conclusion
	References

